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This is an experimental, problem solving, skill development course.

Course Objective
The objective of the course is to provide theoretical and practical aspects of data mining and design business rules for decision support
systems.

By completing this course, students will obtain the following course/learning outcomes:
1. Knowledge gained:
(i) State-of-art pre and post data processing techniques and algorithms
2. Skill gained:
(i) Extract knowledge using data mining techniques
(iii) Adapt to new data mining tools
(iv) Ability to analyse the real world data mining problems
3. Competency gained:
(v) Development of data mining algorithms for real world problems.
(vi) Ability to participate in data challenges and to do higher order research

Prerequisites: Basic knowledge in algorithms.

Grading:

Lab experiments and implementation - 15%

Mini project (individual) - 10%

Class Test - 10%

Assignment/Quiz/presentation - 5%

Final Exam - 60%

CSC5204 — Data Mining

Module 1

Introduction: Fundamentals of data mining, Data Mining Functionalities, Classification of Data Mining systems, Major issues in Data
Mining, Data Preprocessing: Needs Preprocessing the Data, Data Cleaning, Data Integration and Transformation, Data Reduction,
Discretization and Concept Hierarchy Generation. Some Considerations in Multi-Source Data Fusion.

Module 2

Data Mining Primitives, Languages, and System Architectures: Data Mining Primitives, Data Mining Query Languages, Architectures
of Data Mining Systems. Mining data streams: The Stream Data Model, Sampling Data in a Stream, Filtering Streams, Counting
Distinct Elements in a Stream, Estimating Moments, Counting Ones in a Window, Decaying Windows.

Module 3

Mining Association Rules in Large Databases: Association Rule Mining, Mining Single-Dimensional Boolean Association Rules from
Transactional Databases, Dynamic Itemset Counting Algorithm, FP-Tree Growth Algorithm, Constraint-Based Association Mining.
Handling large datasets in main memory, the limited pass algorithm, Counting frequent item sets in a stream.

Module 4

Classification and Prediction: Issues Regarding Classification and Prediction, Classification by Decision Tree Induction, Other
Classification Methods, Prediction, Classifier Accuracy. Uncertain Knowledge Association Through Information Gain. Cluster
Analysis Introduction: Types of Data in Cluster Analysis, A Categorization of Major Clustering Methods, Density-Based Methods,
Clustering High-Dimensional data, Constraint-based cluster analysis, Outlier Analysis, Mining Complex Types of Data: Mining Time-
Series and Sequence Data, Mining Text Databases, Mining the World Wide Web.
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